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Abstract—This paper describes and analyses SCORE, a scal-could overload local resources, especially if the rendering
aple multicgst-based communication protocol for Large-Scale module is already processor intensive [3]. [4] shows that in
Virtual Environments (LSVE) on the Intemet. Today, many g5 groyp communication setting, the percentage of useless
of these applications have to handle an increasing number of . . . -
participants and deal with the difficult problem of scalability. (or Superfluc_)u}s information received by each participant
We propose an approach at the transport.|ayer, using mu|t|p|e INncreases W|th the number Of da.ta ﬂOWS and the number
multicast groups and multiple agents. This approach involves the of users. This is not surprising since within a VE, each
dynamic partitioning of the virtual environment into spatial areas  participant simultaneously interacts with only a limited set of
and the association of these areas with multicast groups. It Uses a giper participants. The superfluous information represents a
method based on the theory of planar point processes to determine . - .
an appropriate cell-size, so that the incoming traffic at the receiver cost in terms of network bandW|_dth, rquters buffer pccupatlon
side remains with a given probability below a sufficiently low @and end-host resources, and is mainly responsible for the
threshold. We evaluate the performance of our scheme and show degradation of performance in LSVE.
that it allows to significantly improve the participants’ satisfaction
while adding very low overhead. We argue that the superfluous received traffic has to be

Index Terms—Area Of Interest Manager (AOIM), Cell-based filtered out before it reaches the end-host. The main difficulty
grouping, communication protocol, Large-Scale Virtual Environ- i this filtering mechanism comes from the heterogeneity
ments (LSVE), multiple multicast groups, scalability. and the dynamicity of the receivers, not only in terms of

bandwidth and processing power but also in terms of data
|. INTRODUCTION of interest, virtual and physical locations. In [5] and [6],

This paper describes and analyses SCORE, a scalamétwork-layer approaches are proposed to introduce "filters” in
multicast-based communication protocol for Large-Scatbe router forwarding process, customizing the data delivered
Virtual Environments (LSVE) on the Internet. Such Virtuato multicast receivers. However, these propositions require
Environments (VE) include massively multi-player gamesnodifications in the routers and are unfortunately not yet
Distributed Interactive Simulations (DIS) [1], and sharedeployed in the Internet.
virtual worlds. Today, many of these applications have to The aim of this paper is neither to propose a new IP
handle an increasing number of participants and deal withulticast model nor to come up with a network-layer
the difficult problem of scalability. Moreover, the real-timeapproach, adding new mechanisms in the routers. Instead, we
requirements of these applications make the scalabilipyesent a transport-layer filtering mechanism with multiple
problem more difficult to solve. In this paper, we considesgents, assuming that all the users are capable of receiving
only many-to-many applications, where each participant multicast transmissions. Our approach involves the dynamic
both source and receiver. We also make the assumption tpattitioning of the VE into spatial areas calleélls and the
a single data flow is generated per participant. However, vassociation of these cells with multicast groups. We describe
believe that most of the results and mechanisms presentecaimethod, based on the theory of planar point processes, to
this paper can be easily adapted to more complex applicatiatetermine an appropriateell-sizeso that the incoming traffic
that use several media types or layered encodings [2]. at the receiver side remains with a given probability below

a sufficiently low threshold. We then propose mechanisms
The use of IP multicast solves part of the scalabilityo dynamically partition the VE into cells of different sizes,
problem by allowing each source to send data only once to dpending on the density of participants per cell, the number
the participants without having to deal with as many sequentiall available multicast groups, and the link bandwidth and
or concurrent unicast sessions as the number of participaqocessing resources available per participant.
However, with a large number of heterogeneous users,
transmitting all the data to all the participants dramaticallfhe rest of the paper is organized as follows. Section I
increases the probability of congestion within the netwonleviews the limitations of the current IP multicast model,
and particularly at the receiver side. Indeed, processing amsents the cell-based grouping strategy, and examines
filtering all the packets received at the application levehe tradeoff in selecting the cell-size parameter. Section Il



describes a model allowing one to evaluate various megaffic has a cost, not only in terms of bandwidth but also in
values of interest. The section then analyses the impact of tkems of join and leave latency, which should be taken into
cell-size on the traffic received at the receivers and sevecansideration for interactive applications [14]. Indeed, when a
quantities such as the participant’'s mean residence time witlpiarticipant sends a join request, it can take several hundreds
a multicast group. Section IV describes SCORE, a scalatldémilliseconds before the first multicast packet arrives. Such
communication protocol that implements a dynamic cell-basedsts should be obviously considered in Large-Scale Multicast
grouping strategy using a limited number of multicast groupApplications (LSMA) and argue in favor of a bigger cell-size,
Section V evaluates the performance and the overhead aofd therefore, of a limited number of multicast groups.
SCORE using a set of intensive experimentations. Finally,
Section VI discusses related works, and Section VI concludgs The cell-size tradeoff
the paper and presents directions for future work. ’
In this paper, we focus on theell-based grouping strategy
Il. MOTIVATION which basically consists in partitioning the VE into cells and

) ) ] ) o ) ~ assigning to each cell a multicast group. During the session,
In this section, we examine the different limitations in usingach participant identifies the cell he is currently *virtually”

multiple multicast groups and the issues involved in selectingeated in, and sends his data to the associated multicast group.

the best size of cell. To receive the data from the other participants included in the
area in which he is interested in (i.e., lasea of interest

A. Multiple multicast groups limitations each participant has to join the multicast groups associated

Y_vith the cells that intersect his area of interest. Similarly, when

There are several limitations on the use of multiple MUY _participant moves, he needs to leave the multicast groups
ticast groups. First, we have to consider that today, multicast” P ’ group

. . ) .agfsociated with the cells which do not intersect his area of
groups are not inexhaustible resources: the number of available
Intérest anymore.

multicast groups in IPv4 is limited to 268 million Class The cell-based grouping strategy is particularly suitable on

D addressés Moreover, there is an increasing number o\f/ . = . :
- . . Es that can easily be partitioned into virtual areas (e.g.,
applications that require several multicast addresses, such

5 ; e )
layered coding based video-conferencing, or DIS applicatio vfﬁual Euclidean spaces). However, the main difficulty in

Therefore. e widespread useof mlicast ncreas heprlfs PAONNG 31 1 e sopoprt celse e,
ability of address collisions. A few solutions have alreadg 9

: ) . npamic group membership whereas increasing the cell-size
been proposed in the literature to solve the multicast address : : ) .

. . increases the unwanted information received per participant
allocation problem. For example, a scalable multicast addrT] g]
assignment based on DNS has been proposed in [7]. AnotHer:’
alternative could be the use of the Multicast Address Set Claim
(MASC) protocol which describes a scheme for the hierarchich

allocation of Internet Class D addresses [8]. Some alternati

ﬁ'wo approaches are possible to estimate the best cell-size
a LSVE: the first approach requires the pre-calculation of a
tic cell-size parameter, which remains the same during the
to the current IP multicast model have also been propos :ple s.ession. The s',econd.approach cqnsists ‘T] dynamically re-
[9] describes a multicast address space partitioning scheﬁ?&!matmg the cell-size durm_g the session, taking into account
various parameters. To motivate the choice of one of these

based on the port number and the unicast host address.

Simple Multicasta multicast group is identified by the Ioairtwo approaches, let us first identify the parameters involved in

(address of the group, address of the core of the muIticélg?. cell-size calculation and then, examine the impact of the

tree), which gives to each core the full set of Class D addresé@é'ab'“ty of these parameters on the appropriate cell-size.

space [10]. INEXPRESSa multicastchannelis identified by ¢ The number of available multicast groupsis an im-
both the sender's source address and the multicast group [11]. Portant parameter to take into account for the cell-size
Finally, with IPv6, the multicast address space will be as large ~ calculation because it gives a lower bound on the cell-
as the unicast address space, so this will solve the multicast Size. As the number of multicast groups used is inversely
address assignment problem. However, all these proposals are Proportional to the size of the cell, a small set of available
still active research areas and are not currently available on the Multicast groups will lead to a bigger cell-size.
Internet. « The receivers capacitiesare determined by the link
Secondly, multicast addresses are expensive resources. The apacities and the processing power available per receiver.
routing and forwarding tables within the network are limited ~ Typically, this parameter limits the amount of traffic that
resources with limited size. For each multicast group, all the the receivers can handle. Assuming each user roughly
routers of the associated multicast tree have to keep information 9enerates the same amount of traffic, the incoming traffic
on which ports are in the group. Hosts and routers also need Per receiver grows linearly with the total number of
to report periodically their IP multicast group memberships to ~ sources contained in the multicast groups to which he
their neighboring multicast routers using IGMP[12]. Moreover, has subscribed. In other words, the incoming traffic per
some routing protocols such as DVMRP[13] rely on the receiver is a function of the number of entities located in

periodic flooding of messages throughout the network. All this ~ the cells included or intersected by his area of interest.
Nevertheless, some of these participants may be located

1Ipv4 Class D addresses use 28-bits address space. outside the area of interest but inside a cell that includes



this area of interest. The ratio between the correspondings The cells form an infinite regular square grid on the plane;
number of unwanted participants and the total number ofe The area of interestArea is a square of aree centered
sources received represents the percentageipérfluous on a typical participant (referred to as the observer in what
traffic received. So, the cell-size and more particularly  follows).

the ratio between the cell-size and the size of the area ofwe denote bys the cell-size (i.e., the distance between two

interest, have a direct impact on the amount of unwanteg@jacent horizontal or vertical cell boundaries), &l Area

traffic. the cell area?. We focus here on the distribution of the number
« The density of participants represents the ratio betweenys of cells intersecting the area of interest and on thaiVof

the number of participants and the size of the VE. Ithe number of participants located in these cells (excluding the

the cell-based grouping strategy, the area of interest dpserver).

approximated by the smallest set of cells covering the | et | x| denote the integer part of the real numbenamely

area of interest. In the rest of the paper, we refer to thge largest integer smaller than or equaktolet
difference between these two areas as shperfluous

,
area see Figure6. So, the density of participants in a ko= k(rs) =[] 1)
VE not only has an impact on the average number of B T r 5
participants located in the area of interest, but also on the p = prs)= s LEJ' @

superfluous area. Consequently, the participant density Bgste thato < p < 1. We prove below that:
an impact on the average superfluous traffic. A smaller

cell-size could allow a better approximation of the area 1) The law of M is a point mass distribution on the three
of interest and a significant reduction of superfluous area  integers(k + 1)2, (k + 1)(k + 2) and (k + 2)2, with
and its corresponding traffic. Thus, depending on the  parameters

participant density, the superfluous traffic and its negative PIM=(k+2)? = p? 3)
Isrirép;]?f?éacr)]:}yt?:duacp;p:jllcatmn performance could also be PIM = (k+1)(k+2)] = 2p(1—p), @
' PIM=(k+1)°] = (1-p) ®)

« The participant velocity can be used in a cell-based
grouping VE to estimate the bandwidth overhead gener-2) The generating function a¥, is given by the following
ated when participants cross cells, and the ratio between formula:
the join and leave latency and the mean time that the
participant stays in each cell. In cell-based grouping, each E[2")
cell is assigned to a multicast group. Therefore, joining
and leaving a cell in a VE corresponds to joining or , ,
leaving an IP multicast group in reality. Even though (1= p)e DTS,

there are enough multicast addresses available to assiggsider the configuratioseenby the observer. Assume
each cell, there are several concerns while using multige, Jpserver to be located at poifit/2,/2), so that the
multicast groups. First, join and leave control Messagdesa, of interest is the squard0, r] x [0,7]. Seen from this
d thei " S 4 wh SHZrticipant, the grid is as randomly shifted. More precisely,
and their nearest multicast routers. Second, when g, \yell known properties of renewal processes [18], this
p.artl_c.lpants join or leave multicast groups, they create ical configuration is that where the grid has one of its
S|gn|f|pant processing overhgad among t.he routers of t ersection points atX,Y’), whereX andY are independent
associated multicast trees. Finally, there is a huge concerp, o, variables, each with a uniform distribution on the

With_ the jpin and Ieav_e Iatency_, especially for inte_racFinhterV‘,iI [0, 5]. Under such a configuration, i < o, where
VE in which the real-time requirement of the appllcatmr}JO is defined by the relation

is essential to preserve.

_ p2ef)\s2(k+2)2(1fz) (6)

2 o —
+2p(1 _p)e—/\s (k+1)(k+2)(1—2)

-
xo :r—sL;J,

IIl. M ODELS AND SIMULATIONS L . .
then the number of cells which intersect the horizontal sides

This section introduces models of area of interest and of pgf 1 is exactlyk + 2, with & defined as above. K > o, this
ticipants based on random point processes which are inspitggnper isi; + 1. The same argument gives the number of cells
by the stochastic geometry approach proposed in [16]. Thifersecting the vertical sides f Using the independence and
model allows us to eval_uate various mean value__s of interegt, uniformity, we obtain that with probability@)Q — 2, the
and later on to address issues pertaining to mobility. number of cells intersecting is (k +2)2. We obtain the other

point masses of the law aff via similar arguments.

A. Static participants We now give the proof of the second formula. We have
First, we restrict the problem to static participants using the M
following assumptions : N = ZN“
=1

« The participants are static and located on the plane ac-
cording to a random homogeneous Poisson point procesgisere the random variablég; give the numbers of participants
of intensity A [17]; in the cells which intersedt. Each of these variables is Poisson
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Fig. 1. Average number of subscribed groups / participant Fig. 2. Percentage of superfluous traffic

with parameter\s2. In addition, the random variable®; and
M are independent. Therefore, we can apply the rule giving
the generating function of a random sum of random variables,
which states that the generating function &f is ¥(¢(z))
where ¢ is the generating function oV, and ¢ that of M

[19]. Here, we have “

—As2(1— 30
QJ)(Z) =e As™(1-2) Avg Traffic \

and 7 > §\§\\\\

2 2
Y(z) = p?2 T 4 2p(1 - p)2 DD (1 p)2 D

and the second formula follows immediately from this. As
direct consequences of these formulas, we obtain the following
expressions for:

1) The mean value ol and its variance:

EM] = pQ(k + 2)2 +2p(1 —p)(k+ 1)(k+2) Fig. 3. Average traffic (number of sources) / participant
+(1=p)*(k+1)°
var (M) = p°(k+2)"+2p(1 —p)(k+1)°(k +2)?
+(1 —p)?(k+1)* — (E[M))>. impact of the ratio betwee@'ellArea and I Area (i.e., j—z).

Note that we assume here that all the participants generate

2) The mean value o : E[N] = \s*E[M]. the same amount of traffic.

3) The variance ofV (with the above notation) :

var (N) = E[M}Vaz N1+E[N§24VMM Figure 1 shows that the average number of subscribed
= E[M]As” 4+ var MA"s™. (7)  multicast groups per participant&[M] decreases sharply
4) The probability that\ is less than a threshold, where @S CellArea approaches/Area. However, asCellArea
n iS a non—-negative integer : increases further, the average number of subscribed groups

d lowly to.
PIN<n] = p’gu((k+2)? ®) ecreases slowly

+2p(1 = P)gn((k + 1)(k +2)) Figure 2 plots the average percentage of superfluous traffic

2 2
+(1 = p) gn((k +2)7), out of the total received traffic by a participant. Since the
where participants are located on the plane according to a random
2 I (As?m)’ homogene20us Poisson point process, this percentage is equal
—As“m . r .
gn(m) =e XZ:O T (9) 1011~ i We observe that whefiellArea is larger than

1 Area, more than 70% of the traffic is superfluous. This figure
Now, we analyze the impact 6fell Area and the participant also suggests that whe@'ellArea is smaller thanl Area,
intensity on the trafficV received by participant, the average slight diminution ofCellArea decreases significantly the
number of subscribed multicast groups per participant, asdperfluous traffic received. However, it is important to note
the percentage of superfluous traffic received. In order to et 70% of superfluous traffic is acceptable compared to
as generic as possible, we focus more particularly on thtige situation where all the users communicate on a single



« The mean residence time of a typical participant within a
multicast group, namely within the corresponding cell.

The assumption is still that participants are initially located
according to a Poisson point process of intensiy No
participant enters or leaves the game. Nevertheless, each
N participant moves on the plane according to an independent
\\\\ random motion described as follows: a pair of random variables
Max Traffic \\\\\\\\\\\ \\\\ (Vi,0;), is associated with participant whereV; € IR,

40/ §\\\ \\\\\\\\\\\\\ is the random velocity of the participant afy < [0, 2n)

N\ R N his random direction. It is assumed that all p&ifs,6;) are
0 §§\\\ \ paits, 0;)

1001

801

60

independent and identically distributed and that the random
o variables(V1,6;) are independent, witf; of density f on
IR, and with §; uniform on [0, 27). Thanks to the so called
displacement theorem (see [17], p. 61), the point process giving
the location of all participants is still a Poisson point process
of intensity A at any timet, so that the results of the previous
Fig. 4. Max traffic threshold (number of sources) / participant with p = 0.9§eCtIon are Stl.” valid at any such time. .
Let o be a fixed segment of length which we can assume
to be located on the horizontal axis without loss of generality.
The set of participants with a motion pair equal(ig #) and
multicast group [3]. Indeed, with a single multicast group anghich crosss between time) andt is that initially located in
a large number of participants, almost all the traffic receiveglparallelogram of areavt|sin 6|. The set of participants with
would be superfluous. a motion pair in the sefv,v + dv] x [#,0 + db] is Poisson
with intensity Af(v)dv42. Therefore, the mean number of

Figure 3 shows the average traffic received by a participaprticipants crossing between time) andt¢ is
depending on the intensity of participants in the VE, and the

ratio betweenCell Area and I Area. The participant intensity o 2 Hsin BN F(v)d do 2 uE[V]t

represents here the average number of participants peta: A /0 uvt|sinG|Af (v)dvo - = '

Ar2. Such a way to express the density of participant in a VE

is very useful, as it allows us to modif¢ellArea without ~ Consider a typical cell, namely a square with perimeter
having an impact on the value of the density. The results shéwom what precedes, we get the following expression for the
that for a given value of participant intensity, it is possible t§€an value of the handover in and out this cell per unit of
find the largest ratio betweefiellArea and I Area, so that tMe:

the average traffic remains under a sufficiently low threshold. o = SASEV] (10)
The average traffic is given byXxs?E[M]. ™

Finally, Figure 4 probably shows the most interesting resultgyq ¢4 the displacement theorem, we can still use the Poisson
In order to satisfy participants in a VE, it is better to determing,y for the number of participants in this cell at any time. Its
an appropriate’ell Area so that the incoming traffic remainsean value is\s2. Since the intensity of the entrances into

with a high pro.bability bg]ow the maximum traffic that theype ceyy is%, Little’s law gives the following expression for

can handle. This probability reflects the tradeoff between thg, mean residence time of a participant in a typical multicast

satisfaction of the users and the required number of multic Bup:

groups. Figure 4 shows that for a given intensity of participants,

it is possible to find the largestellArea (i.e., the smallest 2\s? s

number of multicast groups), so that the incoming traffic EW] = o 4E[V] (1)

remains below a sufficiently low threshold with a probability

of 0.95. Moreover, for a giveell Area, we observe that this  Figure 5 shows the mean residence time per £8l] as

traffic increases linearly with the intensity of participants. a function of the participant mean velocify[V']. We express

the velocity in cell-size per second. We observe that the mean

residence time decreases exponentially as the mean velocity

approaches 1 cell-size per second. This result argues in favor
This section introduces a model of mobility which is compaigf 3 limited velocity in LSVE, so that the residence time per

ible with the assumption that the point process of participanig|| remains higher by orders of magnitude than the join and

is Poisson at any time, and which allows us to derive varioysave latency. Indeed, a participant needs to anticipate his join

mean values of interest in relation with m0b|l|ty This include%quest by subscribing to the mu'ticast groups Wh|Ch map the

quantities such as: cells where he can go during the time corresponding to a join
« The handover in and out of a multicast group, defined éstency. Hence, his velocity and the cell-size impact on the

the time point process intensity of the boundary crossingsimber of multicast groups he needs to join by anticipation,
of the corresponding cell by moving participants; and therefore on the IGMP traffic generated.

2
1
CellArea/IArea 1 Participants Intensity

™

B. Dynamic participants



A. User satisfaction metric

An ideal situation from the end-user viewpoint can be
defined as a situation where the received traffic contains no
superfluous data. However, this situation is far from being
realistic, considering the cost of multicasting, and therefore,
the limitation in the number of available multicast groups
(see Section 1I-A). Moreover, participants have limited network
and CPU processing cycles resources. If the participant’'s area
of interest is so large that the traffic he receives cannot be
processed in real time, no mechanism could enable him to
receive all the data he is interested in. Indeed, in this case,
: : : even if the subscribed cells exactly match his area of interest,

Mean Residence Time per Cell (sec)
EN

I I
0 0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8 2

0 I I I

Velocity (GellSize/sec) the received traffic exceeds his capacity. For this purpose, we
_ _ _ define the user satisfaction metscas:
Fig. 5. Mean residence time U
S=— " 12
min(Uy, C) (12)

where U, stands for the interesting data rate received and
processed;U; represents the data rate (received or not re-
These models are all based on the assumption that peeived), in which the user is interested (in the case of a
ticipants are distributed according to planar Poisson poihbmogeneous Poisson point process of intensjtthis would
processes. This assumption is primarily made for mathematital proportional toAr2); and C stands for the receiver’s
convenience. In further studies, models with more clusterirmgpacity, which is the maximum data rate that the receiver can
such as compound Poisson point processes could alsohl@dle (limited by his network connectivity and/or processing
considered. This was not done here as important propertigsver). When a participant receives and processes all the
such as the displacement theorem do not hold for such modelata he is interested in, this satisfaction metric is maximal
whatever the superfluous traffic rate. Notice that for a particular
user, S is also maximal wher¥,. is equal toC. This is true
even though only a part of the data, in which the participant

In Section Ill, we showed that the cell-size should taklS Interested, is received by the application. We justify the

different values, depending on the density of participants aﬁHo'Ce of this metric by the_ necessary tradeoff between the
on the maximum traffic that participants are able to handiguPerfluous dat‘?‘ rate recelved, .the network state, .and the
This result argues in favor of a dynamic partitioning of VEQVErhead associated with dynamic group membership. Note
into cells of different sizes. However, our model can only biiat With this satisfaction metric, the goal of our scheme is not
applied if we suppose that the distribution of participants in tH@ @dapt to the worst receiver in terms of network connectivity
VE follows a random homogeneous Poisson point process.3Rd Processing power, but to maximize the satisfaction of the
a real VE, such a global distribution is not realistic, howevdfFCeVer W'th t_he onvesS va!ue. Th|s approach often referred
if we split the VE into zonesor parts, we approximate aaSMax-min fairnesss described in [20].
Poisson distribution of participants inside each zone, with
different intensities within each zone. In our scheme, we tale Agents responsibility
into account this model and the corresponding results to splitLet us defineagentsas servers or processes running at
the VE into different zones and to compute an appropriagifferent parts of the network (e.g., on a campus LAN, hosted
cell-size in each zone. We implemented this scheme to shw an ISP or by LSVE developers). Administrators of LSVE
its feasibility, then performed several experimentations on odre responsible for deploying such agents on the Internet and
testbed in order to prove its advantages (i.e., the improvemefi#s positioning them as close as possible to their potential
in performance), and to evaluate its cost (i.e., control messaggers. Agents are not servers, i.e., they do not aim to process
overhead and cost of dynamic join and leave). The goahy global state for the VE, so they do not receive data
of this scheme is to make VEs scalable with thousands whffic sent between participants. Actually, agents dynamically
heterogeneous users on the Internet. We claim that this solutidgtermine zones with the VE by considering the distribution of
works with a limited number of available multicast groupsparticipants and they calculate appropriate cell-sizes according
We believe that today, such many-to-many applications, witb the density of participants in each zone. Agents also have
potentially thousands of users, require minimal managemeot periodically process the satisfaction of each participant
and administration support. according to his capacity, the size of his area of interest
This section is organized as follows. First, we introduce @nd the density of participants within his current zone. The
user satisfaction metric and present the role ofapentsn our computation of the participant satisfaction is done in a very
scheme. Then, we describe the information exchange procsssple way, using our Poisson model in the plane within each
between participants and agents and finally we present ttune. Once this computation is done, agents can determine
mapping algorithm and the handover management mechanisrew zones (or inversely they can aggregate existing zones), and

C. Discussion

IV. DESCRIPTION OFSCORE



Superfluous Area Area of Interest

parts that we calledtart-zonesn the rest of the paper. These
start-zones are actually defined according to the intrinsic
° structure of the VE (e.g., rooms, floor, walls, etc.) and can't
ever be combined. Each start-zone is statically partitioned into
i ® indivisible zone-unitswhich are the smallest unitary zones that
compose the start-zone. During the session, start-zones are
dynamically divided into zones which all have the same cell
size. So, cells are mapping of multicast groups to a number of
zone-units. As agents decide to define new zones in order to
® take into account changes in the distribution of participants,
they identify these zones as sets of one or more contiguous
° zone-units belonging to the same start-zone.

° To summarize, a zone is a subset of a start-zone and is
composed by: contiguous zone-unit&: > 1). Within a given
zone, all cells have the same size but two distinct zones could
o have different cell-sizes.

0}

Cells D. Participants-to-Agent communication

Figure 7 shows the different levels of communication in our
scheme :

o Each participant subscribes to one or more multicast
groups but sends data packets on a single group.

Each participant is connected to a single agent, using a
UDP unicast connection.

Fig. 6. Partitioning with different cell-sizes

modify the cell-sizes within the zones where the participants
with the lowest satisfaction are located. Therefore our approacH
requires the dynamic partitioning of the VE into cells of i X . .
different sizes, and the association of these cells with multicast® A9€Nts communicate with each other on a single multicast
groups. Agents have to dynamically determine appropriate cell- 9rouP: theAgent Multicast GrougAM G).

size values in order to maximize users’ satisfaction. During tifeparticipant has to subscribe to two different kinds of multi-
session, four successive operations are required: cast groups:

« Partition the VE into severafones according to the e data groupsassociated to the cells that intersect his area

distribution of users, the users satisfactions, and the VE
structure (e.g., rooms, walls, etc.).

« Compute the appropriate cell-size for each zone, accord-
ing to the parameters listed in Section 1I-B (see Figure
6).

« Divide each zone into cells, according to his computed

of interest. Note that a participant only sends data to the
multicast group associated to his current cell.

control groupsassociated to thetart-zoneghat intersect

his area of interest. For these groups, a participant is only
a receiver. Agents use control groups to send mapping
information relative to the start zones. These informa-

tions are periodically sent for each start-zone (period =
Prapping), @nd contain the mapping information for all
« Inform the participants of which multicast groups they  the zones belonging to the start-zone (i.e., the cell-size for
need to join in order to interact with participants located ~ €ach zone and the associated multicast groups addresses).
around them. For each of these groups, the participant has to make early
In the rest of the paper, we refer to the first three operationsj@#is taking into account his speed, and the join-latency
the mapping algorithmWe also designate the results of thesgalu€’. For control groups, thé®,,qpping Period is also taken
operations as thenapping information into account in order for the participant to receive the mapping
information before his area of interest intersects new cells
belonging to new start-zones.

cell-size, and assign a multicast group address to each
cell of each zone.

C. Mapping information

In order to communicate mapping information to users, i.@zach participant is connected to his nearest agent using
the association between cells and multicast group addresses,)pDpP connection. We do not use a TCP connection for
it is necessary to find a way to identify and name thesgajapility reasons. Each time a participant enters a new zone-
cells within the VE. Moreover, the VE could be a structureginit, he sends a short message to his agent. This message (20
environment with walls and rooms of different sizes. TW@ytes) contains his identity, his position in the zone-unit, his
participants can be very close to'each other' but as a Wa”p'ﬁrrent size of area of interest and his capacity [21]. Therefore
separating them, there is no possible interaction. This specidigch agent is able to track the location of its connected users
information should be taken into account before partitioning ihe VE. In order to evaluate the density of participants
a VE into different zones. within each zone, agents exchange information onAléG

First, the VE is statically partitioned into several large 2The join-latency value can be dynamically updated during the session.



Mapping algorithm

The same mapping algorithm is used by each agent. Agents
use this algorithm to dynamically define zones in the VE, and
to dynamically compute an appropriate cell-size within each
zone, considering the distribution of participants and their
satisfactions. However, the number of cells within a zone is
inversely proportional to the cell-size for that zone. Thus, a
limited number of multicast groups limits the minimal size
of cells (remember that each cell is associated with a unique
multicast group). Considering the entire VE, the number
of cells remains always the same during the whole session.
Nevertheless, the number of multicast groups assigned for
each zone dynamically changes according to the evolution of
the distribution of participants in the VE.

In order to allow the agents to easily compute the mapping
information, we only consider square cells, with an integer
number of cells per zone. Throughout the session, agents
periodically compute the average density of participants
per multicast group, by dividing the number of connected
participants with the number of available multicast groups
multicast group. However, agents do not need to send tfes the application. We refer to this density as tieenapping
exact virtual position of their associated users. Only thH#reshold of the mapping algorithm. As participants arrive
number of users per zone-unit is necessary to allow agentsattd move in the VE, agents keep track of the density of
compute periodically the density of participants per zone-unparticipants in each zone.

The mapping algorithm consists in three successive opera-
We have also designed a flow control mechanism betwetons:
participants and agents along with a dynamic mechanism, At first, calculation is done in order to define a cell-size
allowing each agent to know when a participant disconnects for each zone by only taking into account the distribution
from the VE. This creates a soft state in the agent and adds of participants in the VE. To perform this calculation, the
reliability to the UDP transport. Participants have to send low density of participants per cell in each zone is compared
rate keep-alivepackets so that agents can detect a possible to the remapping threshold.
disconnection and have an accurate number of participants in Then, the participants with the lowest satisfaction are
the different zones. According to the number of participants dentified as well as their distribution in the VE. If agents

Different levels of communication

Fig. 7.

connected, agents compute the minimal sending packet period
and send it back to participants. If the participant’s timer

expires before the participant crosses a new zone-unit, he will
send a keep-alive packet including only his identity and his
current position.

Connection to the Virtual Environment

We assume that before starting a session, participants have
already downloaded the VE description and know the agent’s
multicast group address. When a new participant wants to
enter the VE, he first needs to find the “closest” agent before
registering and starting a login process. In our scheme, end-

detect a concentration of unsatisfied participants within a
part of a zone, this zone is divided into two new zones
in order to isolate these participants. If not, the zone
remains unchanged. A smallest cell-size is computed in
the zones which contain the participants with the lowest
satisfactions, so that they can better approximate their area
of interest and therefore improve their goodput.

The final operation is less frequently performed. During
this operation, agents can decide to aggregate contiguous
zones, if the cell-sizes are the same for these zones and
if they belong to the same start-zone. Note that two start-
zones can never be merged.

users discover agents by sending “Hello” packets on theTwo possible reasons can lead to the division of a zone into
agent multicast group address (they do not need to requestaller cells:
membership to that group). This agent discovery could be, |tis possible to find a smaller cell-size where the average
done using either an incremental TTL-based mechanism or an density of participants per cell still exceeds the remapping
RTT-based mechanism, depending on the distance metric we threshold.

decide to choose. As soon as an agent receives a “Hello” packef The participants with the lowest satisfactions are located
from a new participant, it opens a UDP connection with it and  in this zone.

starts the login process. Afterwards, an optional authenticatii:wthe first case, agents can use the density of participants in
process can start. the zone to compute a more appropriate cell-size. In the second

3This information is included within the remapping information sent m;;asg,_ agems_ f”jSt determine the distribution of unsat'Sf!ed
agents through the control groups. participants within the zone. In order to detect a concentration



of unsatisfied users in only a part of the zone, agents firstin the following experimentations, we use 1000 participants:
compute the minimal satisfactions of participants for eadd®6 of them with the data reception disabled are run on
zone-unit of that zone. Then they compare these satisfactichs?Cs (332 participants per PC) and the 4 remaining par-
with the average satisfaction of all the zone-units of that zonipants that receive data traffic are run on 4 others PCs.
Afterwards, they can decide to split or not the zone into tw@ne agent is enough to handle a set of 1000 participants: it
new ones. Conversely, agents can decide to remap a ztamees only 10% of CPU of a PentiumPro 200MHz machine.
using bigger cells. This remapping occurs when the density B simplify participants’ movements, we use a square VE
participants per cell is smaller than the remapping thresholdvithout walls. The {200 x 1200 units?) VE is partitioned

into 3 x 3 square start-zones with 144 available multicast
groups. Each start-zone includgs< 2 square zone-units, so

Handover management : : :
the size of a zone can be 1,2,3 or 4 times the size of a

To inform the participants on which multicast groups the¥ ne-unit. For example, in case zones are composed of 1 or
need to join in order to interact with participants located arourﬁ

the mapping information. The_ second situation occurs _Wh%le performance of the mapping algorithm, we compare it with
agents demde_that the ceII-S|ze_ of a part_of the VE_'S N9 static partitioning strategy dividing the VE intt2 x 12
longer appropriate; for example if the density of paruupantas uares cells of the same size. To simulate heterogeneous
in this area suddenly increases. In ths case, a new Ce”'srg%rticipants, each participant has a capa€ltihat is randomly
needs tq be'computed and the part|C|p§1nts who are currérffected at the beginning of the experimentation. For example,
located in this area need to update t_he|r group membershlﬁxsd participant was able to handle a maximum of 20 sources,
Moreove_r, part|C|pan_ts need to k_eep mte_ractmg betwee'_‘ ea[ﬁﬂ 40 participants were located in the cells intersecting its area
other without suffering from thisemapping We call this o intarest, then only half of its incoming traffic was received
critical operation thehandpver mana_geme{ﬁZ]., [23]. and processed. The presence of variability is introduced in

Here are the successive operations required to perforn}h% VE using both the participants velocities and the notion

handover: of “hot” and “cold” start-zones: i.e., zones in which the
 When a participant receives the new mapping informatiogrobabilities to contain participants are respectively higher and
he joins the new groups which map his area of intereggywer than the average. At the beginning, participants are first

However, the participant keeps sending in the old multiandomly placed in the VE with a uniform distribution along
cast groups. x-axis and y-axis. Then the destination start-zone is randomly

« As explained in Section IV-D, agents periodically sendg|ected taking into account probabilities to contain participants
the mapping information in each control group. Howevepf each start-zone [21].
when agents decide to change the mapping informationgyrthermore, to analyze the different experimentations, the
for a zone, they temporarily increase their sending ragllowing parameters are used:
for the corresponding control group.

« The participant waits for the reception of mapping
information packets before sending to the new multicast
groups instead of the old ones. However, if he starts
receiving data from the new groups, he immediately
switches to the new groups. *

« When a participant did not receive any data from the old
multicast groups for a given period of time, he leaves *
these groups.

« Area of interest (IArealexpressed according to the cell
area in the static case (which is equal to the ratio between
the VE area 1200 x 1200 units?) and the number of
available multicast groups (i.e., 144)),
Remapping period (RPtanding for the period in seconds
between two different remapping decided by agents,
Participants velocity (V)n the VE in units per second (we
have compared two casek: = 10 units/s andV = 100
units/s given that with a static partitioning the cell area is
equal t0100 x 100 units?),
V. EVALUATION OF SCORE « Distribution of participants’ capacity (C)capacities are

In order to evaluate the performance and the overhead of randomly selected with a uniform distribution on either

SCORE, we have implemented the algorithms described in the interval[20, 40] or the interval[10, 50] sources/sec.

section IV and run a set of intensive experimentations [2}4} all the experimentations, we use 1000 participants and a set

on PC stations: 7 PCs under Linux 2.2 connected on a 10Mbfs144 available multicast groups, so the remapping threshold
Ethernet. To allow experimentations with a very large numbgy equal 101220 — 6.94.

of participants, we added an option for the participants to 1

disable the reception of data packets. When this option is used, ] ) ) ) )

the participant sends normally his data traffic to the multicat Performance evaluation using the satisfaction metric
group associated to his current cell but only subscribes toln the following set of experiments, we analyze the cumu-
the control groups (not to the data groups). This considerabifitive distribution of participants’ satisfactions based on the
reduces the CPU load used for the participant and enablesmusdel described in Section Ill. Then, we compare data traffic
to run a large number of participants on a same machine. received per participant with and without SCORE.
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1) Comparison of satisfactions static/dynami€igure 8 3) Received data traffic per participanEigure 10 compares
compares satisfactions obtained with a static partitioning andhe&e mean participant’'s incoming data rate (in sources/sec) for a
dynamic partitioning. Two levels of heterogeneity are showstatic partitioning scheme and a dynamic partitioning scheme
with capacities uniformly distributed between eith@f, 40] using RP = 1s. Remember that this traffic is used to compute
sources/sec 010, 50] sources/sec. We have done experimersatisfactions of participants. We can observe that the gap
tations [21] with ten different values of Area (between 1 between the 2 curves is almost constant independent of the size
CellArea and 0.01CellArea), but we only present in the of the area of interest. However, relative gaps between curves
paper two of themi Area = 0.25Cell Area for the left figure differs: for I Area = 0.16Cell Area, the incoming data traffic
and 0.04Ce¢ll Area for the right figure. Whatever the level ofis 50% less in the dynamic case (20 sources/sec) than in the
heterogeneity between participants, the dynamic partitioniistatic case (30 sources/sec); whereaslfdrea = CellArea,
curve remains always below the static partitioning curve. Fdris only 30% less (50 sources/sec vs. 65 sources/sec). This
example, in the left figure, we observe that for the dynamiesult shows that mechanisms implemented in SCORE enable
partitioning case, less than 5% of participants@e [20,40], participants to better approximate their areas of interest using
(and less than 20% of participants f6f € [10,50]) have a smaller cell sizes, especially in places where the density of
satisfaction value less thalm8; whereas for the static case participants is important. Indeed, in such high density places,
between 40% and 50% of participants have a satisfaction valemall reduction of the superfluous area strongly decreases
less than0.8. In the right figure, minimal satisfactions arethe superfluous incoming data traffic.
respectively0.9 (C' € [20,40]) and 0.6 (C € [10,50]) for
the dynamic case an@l55 and 0.3 for the_ _stat_lc case. TheseB Overhead of SCORE
results clearly demonstrate the scalability improvements of
SCORE with respect to a static partitioning approach. However,1) Impact of SCORE on Multicast Routing Protocolsis
when the area of interest is very large, performance decreakRaistic to assume that multicast-enabled routers can support
whatever the partitioning mode. On the opposite, when the atég needs of multiple multicast groups as required by SCORE.
of interest is very small, participants’ satisfactions tend towarddrstly, even if each participant subscribes to multiple multicast
1 whatever the partitioning mode, and the SCORE mechanigfpups, each participant will only send data traffic to a single
becomes useless in this case. multicast group. Therefore, with respect to a given participant,

a single 6, G) entry will be active in each multicast router.

2) Comparison of satisfactions for different distributiongRegarding the other multicast groups where the participant
of capacities: Figure 9 compares mean satisfactions of 1Behaves as a passive receiver only, the only impact might be
participants (i.e., 1% of the overall LSVE population), fothe addition of an outgoing interface in pre-existing entries of
two different distributions of receiver capacities. In the firskach multicast router present in the corresponding multicast
distribution (callednon-uniform distributioly their capacities tree. Secondly, it is important to realize that, in SCORE,
are uniformly distributed irf10, 20], whereas the 990 remainingthe fact that each participant could be a member of several
participants have higher capacities uniformly distributed imulticast groups, is limited by the assumption that SCORE
[30,50]. In the second distribution callaghiform distribution  deals with a limited number of multicast groups. This implies
capacities of the 1000 participants are uniformly distributethat routing/forwarding tables could contain seveigl i) for
in [10,20]. The left figure shows the case where the area @fgiven group G. So depending on the underlying multicast
interest is large (equal td@'ellArea). We observe that the routing protocol, these entries could also be aggregated into a
two curves are similar and that very few participants obtaingingle ¢, G) entry [24].
maximal satisfaction. Indeed, when the area of interest is large|n the following experimentations, we evaluate the overhead

the superfluous incoming traffic could become very importargf SCORE focusing on the signaling and control traffic. Then
So, whatever their capacities, the participants with the lowest

satisfactions are almost all located within the “hot” start-

zones. Thus, for both distributions of capacities, the mapping ™ ‘ ‘ Dyramic patoning (PR=15) ——

. . . . tati titioning --—-%---
algorithm only allocates more multicast groups within those e parionns
start-zones. or

When the area of interest decreases, (e.g., in the left figure _ s |
with TArea = 0.49Cell Area), more and more participants
with capacities uniformly distributed ir30,50] obtain a
maximal satisfaction. As soon as the cell sizes have been
computed on the different zones according to the density, these =
participants obtain a maximal satisfaction. So, all the remaining »
multicast groups can be allocated to zones in which the 10 low- 20
capacity participants are located. Note that less than 40% of
satisfactions are less than 0.5 for the non-uniform case, whereas ™, 02 0z

40

raffic (nb packets/s,

0.6 0.8 1
this percentage reaches 80% for a uniform distribution of Area of Interest

receivers’ capacities. This result shows the aptitude of SCO@E 10. Received data traffic per participahf & 10 units/s)

to handle heterogeneous patrticipants.
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we compare the IGMP traffic generated by participant with andultiplied by a factor of two. However, if several participants
without SCORE. are located on the same LAN, the number of IGMPv2 packets

2) Received signaling traffic per participantEigure 11 S€nt might be reduced as a result of the IGMP-v2 Max
shows the signaling traffic multicast by agents to participanfeSPonse Time field present in each IGMP-v2 Query packet
and the control traffic sent by each participant to his ageﬁ?mb'”ed with the duplicate Report suppression mechanism of
according to the size of the area of interest. Note that sizes!GMP-v2.
signaling and control packets are respectively 8 and 16 bytedn Figure 12 left, we observe that in the case of dynamic
(plus 24 bytes of UDP/IP headers). The maximal signalingartitioning the number of reports doubles when the area of
traffic is obtained forRP = 1s and [ Area = CellArea and interest increases from.01 « CellArea to 0.49 x Cell Area,
remains less than 1.5 packet/s. In this worst case, the rigind seems to stabilize for larger area. This can be explained
figure means that a participant subscribes in average to bythe fact that the area of interest is multiplied by 50 in the
multicast groups and receives a mean traffic rate of 48 bytek# part of Figure 12 left and by 2 in the right part. Thus, the
(i.e., 0.38kb/s). The left figure shows the control traffic andumber of cells intersected by the Area of interest grows also
the “keep-alive” traffic sent by two participants to their agentsiuch faster in the first part. As each cell is associated with a
with V' = 10 units/s. The overhead is very low, less than O.tulticast group, the evolution of the number of IGMP Reports
packet/s for the “keep-alive” traffic and about 0.05 packet/s fig directly correlated with this behaviour. In this Figure, we also
the control traffic. We used two different participants in ordamotice that the subscription frequency is 2 times larger where
to show that the “keep-alive” traffic decreases when the contrBIP = 6s and 4 times larger wher& P = 1s, compared with
traffic increases, and conversely. a static partitioning strategy.

3) Network load caused by the participants1 Figure 12, In Figure 12 right, if we compare the dynamic partitioning
we plot the number of subscriptions per second, depending simategy with the static strategy whebé = 100 units/s, we
the area of interest (relative to an average size of cell), tbbserve that the frequency of IGMP reports in the former case
remapping period and the velocity. To obtain the number & twice larger than in the latter. However, even if the velocity
IGMPVv2 Reports and IGMPv2 Leaves, this number should loéearly has a direct impact on the subscription frequency,
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the same comparison fov” = 10 units/s shows that the multicast groups evolves in the same inter{gl4] both for
relative difference between the number of IGMP reports for thie static and dynamic cases (see the right figure). There are
two partitioning strategies decreases. Indeed, SCORE allogeveral reasons. First, when the area of interest is small, the
the reduction of cell-size in the areas where the majority aumber of intersected cells is small. Second, since the area of
participants are located (as the dynamic partitioning stratemyerest is small, agents do not need to compute smaller cell
takes into account the density of participants). With= 100 sizes because participants’ satisfactions are already maximal.
units/s andRP = 6s, this statement is mainly true whenin this case, the number of groups per zone is not increased by
a remapping of the virtual environment happens. Betweanremapping phase and the number of subscribed groups per
two remappings, the distribution of participants changes moparticipant remains low. However, when the area of interest
drastically compared with the case whére= 10 units/s. We is larger (e.g.,/Area = 0.81CellArea in the left figure),
have already seen in Figure 8, that this also has an impactroore and more cells are intersected by the area of interest. So,
the participant satisfaction. the incoming data traffic increases and agents have to remap
the “hottest” zones that include unsatisfied participants. This

C. Multicast groups analysis explains the higher number of subscribed groups per participant
' in the dynamic case.

In the following experimentations, we analyze the use of
multicast groups within the SCORE scheme. 2) Distribution of participants within multicast groups:

1) Number of multicast groups subscribed per participantigure 14 shows the distribution of participants within mul-
Figure 13 shows the evolution of the number of multicasicast groups wherd Area = 0.04. First, we can observe a
groups subscribed per participant during a session Rith= peak aroundN = 7 participants. This peak corresponds to
6s and V' = 10 units/s. We have used 10 different values ahe remapping threshold value (i.6.64, see Section V). This
area of interest in our experimentations [21] but have onbjearly demonstrates that SCORE can adapt to non-uniform
plotted in the paper the curves corresponding/tbrea = and dynamic distributions of participants. On the contrary, the
0.81CellArea and I Area = 0.36Cell Area. We observe that static case leads to a waste of filtering resources: 30% of
when TArea < 0.49CellArea, the number of subscribed multicast groups do not contain any participants, and almost
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half of multicast groups contain less than 3 participants. It ccount the density of participants per cell and the participants’
interesting to note that the percentage of multicast groups tleapacities.
contain a large number of participants is higher in the static

case than in the dynamic case. VIl. CONCLUSION AND FUTURE WORK

We have described SCORE, a multicast-based communica-
tion protocol that enables LSVE applications to run on the

. ; . ternet today. The intensive experimentations done using the
evaluating grouping strategies for LSVE, but few of the y P 9

id work ts. 125 | th ; CORE implementation show that this protocol significantly
consider network aspects. [25] analyses the performance Shfbroves scalability of such applications without adding crit-

grid-based relevance filtering algorithm that estimates the callsl overhead. Moreover the scheme is flexible enough to

size vfalue which :PII’]II’T:ISQS both thz networkt;c]rafnc and Lhﬁenefit from new functionalities like the support for source
use (.)f. SC.arC? |t”_nu 'CSS reso_urceds..ﬁ owtever, Ie .pt)apir ST d%éring in IGMPv3[33]. However, we have shown that in some
Specilic simulations done using ditierent granufanty ot gri Earticular cases, a static partitioning scheme is sufficient. This

for several types of DIS entities, but the generic case is 1 %lation occurs when the available number of multicast groups

studie_d. [26] compares the cost of _cell-based an(_j entity-ba§§ arge enough or when participants have high link bandwidth
grouping strategies using both static and dynamic models d processing resources available

;?;ep\?;)lﬁ; does not propose any solution to calculate the ce I'Directions for future work include the extension of the

. ommunication protocol to multi-flow sources, the detailed
Several architectures such as NPSNET [27], DIVE [28 mpacts of SCORE on multicast routing protocols, and the

MASSIVE.'Z [29] .and SP!‘INE [30] have already been de; perimentation of this communication protocol with a real
signed using multiple multicast groups. In NPSNET, the Worlgjét

VI. RELATED WORK
There has been a lot of published work on the issue

; ” . : ) LSVE application on the Internet. We are currently integratin
is partitioned into hexagonal cells which are associated wi pp y 9 9

. : . .SCORE into the V-Eye application [34].
multicast groups. In the DIVE architecture, the objects in ye app [34]
the virtual world are hierarchically composed and associated
with a set of hierarchical multicast groups. MASSIVE-2 is a
collaborative virtual environment in which the spatial structure The authors would like to thank the anonymous reviewers
is mapped onto a hierarchy of multicast groups. SPLINE [30r helpful suggestions.
is a multi-server architecture that splits the virtual world into
several zones (ofocaleg in which multicast transmission REFERENCES
is used. [31] also suggests actreebased approach for
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